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On the Use of Windows for Harmonic Analysis
with the Discrete Fourier Transform

FREDRIC J. HARRIS, MEMBER, IEEE

Abstract -This paper makes available 3 concise review of data win-
dows and their affect on the detection of harmonic signals in the
presence of broad-band noise, and in the presence of nearby strong kar-
monic interference. We also call attention ® 2 aumber of common
errors in the appiication of windows when used with the fast Foarier
tansform. This paper includes a comprehensive catalog of dais win-
dows along with their significant performance parameters from which
the different windows can be compared. Finally, an example demon-
strates the use and value of windows t0 resolve ciosely spaced harmonic
signais characterized by large differences in amplitode.

[. INTRODUCTION

HERE IS MUCH signal processing devoted to detection
I and estimation. Detection is the task of determining if
a specific signal set is present in an observation, while
estimation is the task of obtaining the values of the parameters
describing the signal. Often the signal is complicated or is
corrupted by interfering signals or noise. To facilitate the
detection and estimation of signal sets, the observation is
decomposed by a basis set which spans the signal space {1].
For many problems of engineering interest, the class of signals
being sought are periodic which leads quite naturally to a
decomposition by a basis consisting of simple periodic func-
tions, the sines and cosines. The classic Fourier transform is
the mechanism by which we are able to perform this decom-
position.

By necessity, every observed signal we process must be of
finite extent. The extent may be adjustabie and sclectable,
but it must be finite. Processing a finite-duration observation
imposes interesting and interacting considerations on the har-
monic analysis. These considerations include deteciability
of tones in the presence of nearby strong tones, resolvability
of similarstrength nearby tones, resolvability of shifting tones,
and biases in estimating the parameters of any of the afore-
mentioned sipnals.

For practicality, the data we process are ¥ uniformiy spaced
samples of the observed signal. For convenience, ¥ is highly
composite, and we will assume N is even. The harmonic
estimates we obtain through the discrete Fourier transform
(DFT) are M uniformly spaced samples of the associated
periodic spectra. This approach is clegant and attractive
when the processing scheme is cast as a spectral decompaosition
in an N-dimensional orthogonal vector space [2]. Unfortu-
nately, in many practical situations, to obtain mesaningful
results this elegance must be compromised. One such
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compromise conzists of applying windows to the sampled
data set, or equivalently, smoathing the spectral samples.

The two operations to which we subject the data ar
sampling and windowing. These operations can be performe.’
in either order. Sampling is well understood, windowang s 1.
s0, and sampled windows for DFTs significantly less so! W«
will address the interacting considerations of window selection
in harmonic anajysis and examine the special considerations
related to sampled windows for DFT's.

II. HARMONIC ANALYSIS OF FINITE-EXTENT
DATA AND THE DFT

Harmonic anatysis of finite-extent data entails the projection
of the obscrved signal on a basis set spanning the observation
interval {1], [3]. Anticipating the next paragraph, we define
T scconds as 3 convenient time interval and N7 seconds as the
observation interval. The sines and cosines with periods egual
to an integer submultiple of NT seconds form an orthogonal
basis set for continuous signals extending over N7 seconds.
These are defined as

n

_.—-—k k=,l,"',N_]'N,N+],"'
cos[ r] 0

n
in {— k = NT. I
m[NT r] 0 t < (D

We obscrve that by defining a basis set over ap ordered index
k, we are defining the spectrum over a line (called the fre-
qQuency axis) from which we draw the concepts of bandwidth
and of frequencies close to and far from a given frequency
{which is related to resolution).

For sampled signals, the basis set spanning the interval of NT
seconds is identical with the sequences obtained by uniform
samples of the corresponding continwous spanning set up to
the index N/2,

2n 2n
cos | —— knT)| =cos | —kn

* 2n . 2
sin |— knT) =sn | —kn n=01, -, N i
NT N

k=01, N2

(2)

Wec pote here that the trigonometric functions are unique in
that uniformly spaced samples {over an integer number of
penods) form orthogonal sequences. Arbitrary orthogonai
functions, similarty sampied, d¢ not form orthogonal se-
quences. We also note that an interval of lepgth NT seconds
is not the same as the interval covered by NV samples separated
by imntervals of T seconds. This is easily understood when we
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Fig. 1. N samples of an even function taken over an NT second interval.
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Fig. 2. Even sequence under DFT and periodic extension of sequence
under DFT.

realize that the interval over which the sampies are taken is
closed on the left and is open on the right (i.e., [—)). Fig. 1
demonstrates this by sampling a function which is even about
its midpoint and of duration NT seconds.

Since the DFT essentially considers sequences to be periodic,
we can consider the missing end point to be the beginning of
the next period of the periodic extension of this sequence. In
fact, under the periodic extension, the next sample (at 16 s in
Fig. 1.) is indistinguishable from the sample at zero seconds.

This apparent lack of symmetry due to the missing (but
implied) end point is a source of confusion in sampled window
design. This can be traced to the early work related to con-
vergence factors for the partial sums of the Fourier series. The
partial sums {or the finite Fourier transform) always inciude
an odd number of points and exhibit even symmetry about
the origin. Hence much of the literature and many software
libraries incorporate windows designed with true even sym-
metry rather than the implied symmetry with the missing end
point!

We must remember for DFT processing of sampled data that
even symmetry means that the projection upon the sampled
sine sequences is identically zero;it does not mesan a matching
left and right data point about the midpoint. Teo distinguish
this symmetry from conventional evenness we will refer to it
as DFT-even (i.e., a conventional even sequence with the right-
end point removed). Another exampie of DFT-even sym-
metry 13 presented in Fig. 2 as samples of a periodically
extended triangie wave.

If wec cvaluate 3 DFT-even sequence via a finite Fourier
transform (by treating the +#/2 point as a zero-value point),
the resultant continuous periodic function exhibits a non zero
imaginary component. The DFT of the same sequence is a set
of samples of the finite Fourier transform, yet these samples
exhibit an imaginary component equal to zero. Why the dis-
parity? We must remember that the missing end point under
the DFT symmetry contnibutes an imaginary sinusoidal
component of period 2n/(N/2) to the finite transform
(corresponding to the odd component at sequence position
~/2). The sampiing positions of the DFT are at the multiples
of 2n/N, which, of course, correspond to the zeros of the
imaginary sinusocidal component. An example of this for-
tuitous sampling is shown in Fig. 3. Notice the sequence f{n},
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Fig. 3. DFT sampling of finite Fourier transform of a DFT even
sequence.

is decomposed into its even and odd parts, with the odd pant
supplying the imaginary sine component in the (finite
transform.

III. SPECTRAL LEAKAGE

The selection of a finite-time interval of M7 seconds and of
the orthogonal trigonometric basis (continuous or sampled)
over this interval leads to an interesting peculiarity of the
spectral expansion. From the continvum of possible fre-
quencies, only those which coincide with the basis will project
onto a single basis vector; all other frequencies will exhibit
non 2ero projections on the entire basis set. This is often
referred to as spectral leakage and is the result of processing
finite-duration records. Although the amount of leakage 1s
influenced by the sampling period, leakage is not caused by
the sampling.

An intuitive approach to leakage is the understanding that
signals with frequencies other than those of the basis set are
not periodic in the observation window. The pericdic exten-
sion of a signal not commensurate with its natural penod
exhibits discontinuities at the boundaries of the observation.
The discontinuities are responsible for spectral contributions
{or leakage) over the entire basis set. The forms of this dis-
continuity are demonstrated in Fig. 4.

Windows are weighting functions applied to data to reduce
the spectral leakage associated with finite observation inter-
vals. From one viewpoint, the window is applied to data
(as 2 multiplicative weighting) to reduce the order of the dis-
continuity at the boundary of the periodic extension. This is
accomplished by matching as many orders of derivative (of
the weighted data) as possible at the boundary. The easiest
way to achieve this matching is by setting the value of these
denivatives to zero or near 1o zero. Thus windowed data are
smoothly brought to zero at the boundaries so that the
penodic extension of the data is continuous in many orders
of derivative.
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interval.

From another viewpoint, the window is multiplicatively
applied to the basis set so that a signal of arbitrary frequency
will exhibit a significant projection only on those basis vectors
having a frequency close to the signal frequency. Of course
both viewpoints lead to identical results. We can gain ingight
into window design by occasionally switching between these
viewpoints.

IV. WiNDows AND FIGURES oF MERIT

Windows are used in harmonic analysis to reduce the unde-
sirable effects related to spectral leakage, Windows impact on
many attributes of a harmonic processor; these include detec-
tability, resolution, dynamic range, confidence, and ease of
implementation. We would like to identify the major param-
eters that will allow performance comparisons between dif-
ferent windows. We can best identify these parameters by
examining the effects on harmonic analysis of a window.

An essentially bandlimited signal f(r) with Fourier transform
F(w) can be described by the uniformly sampled data set
f(nT). This data set defines the periodically extended spec-
trum F7{w) by its Fourier series expansion as identified as

Fw) =f F(t) exp (-jwt) dt (3a)
FTl(w)= 3" f(nT)exp (-jwnT) (3b)
/T
1t} Ff FT{w) exp (Hwi) dwi2x (3¢c)
-niT
- 1
2nd where IFw)l =0, (wi=i2mT)
Fllw)=Fw), |wl<i[2n/T].

For {(real-world) machine processing, the data must be of
finite extent, and the summation of {(3b) can oaly be per-
formed as a finite approximation as indicated as

+Nj2
Flw)= i f(nT) exp (-jwnT) , N even (4a)
n=~-Nj2
(N/2)-1
Fplw)= Z f(nT)exp (-juwnT) , Neven (4b)
n=-N/2
(N/2)-1
Folwg)= Z f(nTyexp (-jwynT), Neven (4c)
n=-N{2
N-l
Falwg) = Z fnT)exp (-jwgnT), Neven (4d)
n=0

where

21rt
wy =— k,
LYo

and k=0,1,-"- N- 1.

We recognize (4a) as the finite Fourier transform, a summa-
tion addressed for the convenience of its even symmetry.
Equation {4b) is the finite Fouricr transform with the right-
end point deleted, and (4¢) is the DFT sampling of (4b).
Of course for actual processing, we desire (for counting pur-
poses in algorithms) that the index start at zero. We accom-
plish this by shifting the starting point of the data N/2 posi-
tions, changing (4c) to (4d). Equation (44d) is the forward DFT.
The N/2 shift wilt affect only the phase angles of the trans:
form, 80 for the convenience of symmetry we will address the
windows 2z being centered at the origin. We also identify thir
convenience as & major source of window misapplication. The
shift of N/2 points and its resultant phase shift is often over-
looked or is improperty handled in the definition of the
window when used with the DFT. This is particularly so when
the windowing is performed as a spectral convolution. See the
discusgion on the Hanning window under the cos®™ (X)
windows. ,

The question now posed it, to what extent iz the finjie
summation of (4b) a meaningful approximation of the infinite
summation of (3b)? In fact, we addrem the question for a
more general case of an arbitrary window applied to the time
function (or seriez) as presented in '

+an

F(w) =HZ_ w(nT) f(nT) exp (-jwnT) 3]
where
w(nT)=0, ln])j-:-, N even
and

winT)=w(-nT), n?‘-‘%’,w(%vT) ={Q.

Let us now examine the effects of the window on our
speciral estimates. Equation (5) shows that the transform
F_(w) is the transform of a product. As indicated in the
following equation, this is equivalent to the convolution of
the two corresponding transforms (see Appendix):

F o (w) =I Fix) W{w - x)dx/2nm (6)

or
Fo(w) = F(w) » W(w).

Equation (6) is the key to the effects of processing finite-
extent data. The equation can be interpreted in two equiva-
lent ways, which will be more easily visualized with the aid
of an example. The example we choose is the sampiled
rectangle window; w(nT) = 1.0. We know W(w) is the
Ditichlet kernel {4] presented as

{7

sin | —
wT 2
W)= exp (7) o
sin [— mr}
2
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Fig. 5. Dirichlet kernel for N point sequence.

Except for the linear phase shift term (which will change due
to the A/2 point shift for realizability), a single period of the
transform has the form indicated in Fig. 5. The observation
concerning (6) is that the value of F,(w) at a particular w,
$ay W = Wy, is the sum of all of the spectral contributions at
each « weighted by the window centered at wyo and measured
at w (see Fig. 6).

A, Equivalent Noise Bandwidth

From Fig. 6, we observe that the amplitude of the harmonic
cstimate at a given frequency is biased by the accumulated
broad-band noise included in the bandwidth of the window.
In this sense, the window behaves as a filter, gathering contri-
butions for its estimate over its bandwidth. For the harmonic
detection problem, we desire to minimize this accumulated
noise signal, and we accomplish this with smail-bandwidth
windows. A convenient measure of this bandwidth is the
equivalent noise bandwidth (ENBW) of the window. This is
the width of a rectangle filter with the same peak power gain
that would accumulate the same noise power (see Fig. 7).

The accumulated noise power of the window is defined as

/T

Noise Power = N f IW(w)l* dwf2n (8)

-x/T
where N, is the noise power per unit bandwidth. Parseval’s
theorem aliows (8) to be computed by

N
Noise Power = -?0- > w{(nT).

The peak power gain of the window occurs at w = 0, the zero
frequency power gain, and is defined by

Peak Signal Gain = W(0) = Z winT)

(10a)

2
Peak Power Gain = W2(0) = [Z w(nT)] . (10b)

Thus the ENBW (normalized by N,/T, the noise power pei
bin) is given in the following equation and is tabulated for the
windows of this report in Table |

Z wi(nT)

T

ENBW = (11)

n

B. Processing Gain
A concept closely allied to ENBW is processing gain (PG)

and processing loss (PL) of a windowed transform. We can
think of the DFT as a bank of matched filters, where each

©)
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filter is matched to one of the complex sinusoidal sequences of
the bagis set {3}. From this perspective, we can examine the
PG (sometimes called the coherent gain) of the filter, and we
can examine the PL due to the window having reduced the
data to zero values near the boundanes. Let the input sampled
sequence be defined by (12):

f(nTY=A4 exp (+jwnT) + g(nT) (12)

where g{nT) is a white-noise sequence with variance ag. Then
the signal component of the windowed spectrum (the matched
filter output} is presented in

Flwg) |lisnal = Z w(nT) 4 exp (+jeonT) exp (- jwognT)
n

=AZ winT). (13}
n

We see that the noiseless measurement (the expected vaiue of
the noisy measurement}) is proportional to the input amplitude
A. The proportionality factor is the sum of the window terms,
which is in fact the dc signal gain of the window. For a
rectangle wandow this factor is V, the number of terms in the
window. Far any other window, the gain is reduced due to
the window smoothly going to zerc near the boundaries. This
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TABLE |
WiNnDows AND FiGURE oF MERIT
HIGHEST SIDE WORST OVERLAF
SIDE- LOBE COHERENT EQuiv. 3.0dB SCALLOP CASE 6.0-08 CORRELATION
WINDOW LOBE FALL- GAIN NOISE BwW LOSS PROCESS aw IPCNT!
LEVEL OFF aw {BINS} {aB) LOSS {BINS)
{dB) {dB/OCT) {BINS} 1d8) 5% OL 5% OL
RECTANGLE -13 -6 1.00 1.00 0.89 392 192 1.21 75.0 50.0
TRIANGLE =27 =12 0.50 1.3 1.28 1.82 3.07 1.78 T8 .0
cos%ix a=10 ~Z3 -12 0.64 1.23 1.20 210 i 1.65 755 kKil:}
HANNING a=20 -32 -18 0.50 1.50 1.44 1.42 3.8 2.00 659 16
a=30 -3 24 042 1.3 1.66 1.08 3.47 232 86 8t
a=40 -47 -30 .38 1.94 1.86 086 i1 253 48 € 4
HAMMING -43 -6 0.54 1.6 1.30 178 3.10 1.81 707 Zd
RIESZ -2 -12 0.67 1.2 1.16 2722 3Mm 1.58 76.5 344
RIEMANN -26 -12 0.59 1.30 1.26 1.89 03 1.74 73.4 27.4
DE LA VALLE- 53 —24 0.38 192 1.82 090 3.72 215 493 5.0
PCUSSIN
TUKEY a=0.25 =14 -18 088 110 1.01 296 33 1.38 T4 44 4
a =0.50 =15 -18 0.75 1.22 115 M 3n 1.57 2.7 305.4
a =075 -19 -18 0.63 1.36 ] 1.73 .07 1.80 0.5 PR
BOHMAN -45 - 24 0.41 1.79 1.7 .02 3.54 2.38 54 5 7.4
—
POISSON a=20 -19 6 044 1.30 1.1 2.09 iz3 1.68 89 7 ITFE
a-=30 -24 -6 0.32 1.85 1.45 1.46 3.64 2.08 o4 8 [
a=4.0 -3 -6 0.25 208 1.75 1.03 4.21 2.58 40 4 7.4
HANNING- a=05% =35 -18 043 1.61 1.54 1.26 333 214 61.3 126
PGISSON a-10 -39 -18 0.38 1.73 1.64 1.1 350 230 56.0 9.2
a=20 NONE -18 0s 2.02 1.87 .87 394 266 44 .6 4.7
CAUCHY a=30 -3 -6 .42 1.48 1.34 1.7 3.40 1.80 616 20.2
a=4.0 -35 -6 0.33 .76 1.50 1.3 183 2.20 488 13.2
a-50 -30 -8 Q.28 2.06 1.68 1.13 4.28 2.53 38.3 9.0
GAUSSIAN @ =25 -a2 -6 .51 1.8 1.3 1.69 314 1.86 67.7 x.0
a-3o -85 -6 0.43 .64 1.55 1.25 Jao 2.18 8§15 10.6
a-15 -69 -6 Q.27 1.90 1.79 0.94 i 252 4712 4.3
DOLPH a-25 -50 1} 0.33 1.39 .33 LI ] 112 1.85 69.5 223
CHEBYSHEvVa 30 ~60 0 0.48 1.51 1.44 1.44 323 201 647 16.3
aq- 35 - 70 0 0.45 1.62 1.55 1.2% 135 217 60.2 g
a-an -80 0 0.42 T m 1.65 1.10 3.48 23 55.9 B.7
KAISER a 20 =45 ) 0.49 1.50 1.43 1.46 3.2 1.99 65.7 16.9
BESSEL a 25 -57 -6 044 1.65 1.57 1.20 138 2220 59.% 1.2
a-30 -89 6 0.40 1.80 171 1.02 256 2.39 53.9 7.4
a-=3% ~82 -6 Q.37 1.93 1.83 0.89 3.74 2.57 488 4.8
BARCILON. a =30 -53 -6 0.47 1.56 1.49 1.4 1 207 63.0 14.2
TEMES a- 35 -58 ] 0.43 1.67 159 1.18 340 273 58.6 10.4
a-40 -68 -6 04t .77 1.69 1.05 3.52 .3% o444 7.6
EXACT BLACKMAN -1 -6 046 ta? 592 13y 12 713 £ [}
BLACKMAN -58 -8 042 1.73 168 110 47 235 565 7 9.0
MINIMUM 3. 5AMPLE -67 -6 0.42 n 1.66 113 345 | 57.2 96
BLACKMAN-HARRIS
MINIMUM 4.SAMPLE -92 -6 0.36 2.00 1.50 0.83 385 272 46.0 38
BLACKMAaN HARRIS
61 08 3 SAMPLE -6 -6 0as 1.61 1.56 1.27 3.34 219 61.0 12.6
BLACKMAN HARRIS
74 0B 4-5AMPLE -74 -6 0.40 179 1.74 103 3.56 244 53.9 74
BLACKMAN - HARAIS
4-SAMPLE 30 -69 -6 040 1.80 174 1.02 31.56 2.44 53.9 1.4
KAISER BESSEL

"REFEREMNCE POINTS FOR DATA ON FIGURE 12 - NO FIGURES TO MATCH THESE WINDOWS.
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reduction in proportionality factor is important as it repre-
sents a known bias on spectral amplitudes. Coherent power
gain, the square of coherent gain, is occasionaily the parameter
listed in the literature. Coherent gain (the summation of (13))
normalized by its maximum value VN is listed in Table L.

The incoherent component of the windowed transform is

given by
Fl(wy) | noise = Y w(nT)q(nT) exp (-jwynT)  (142)

and the incoherent power (the mean-square value of this com-

ponent where £ { } is the expectation operator) is given by
E{IF(0p) fnoisel*} = 3. T waT) w(mT) £ {q(nT) g*(mT)}
n m

.exp (-jwynT) exp (HjwymT)

=0 3 wl(nD) (14b)
n

_ Notice the incoherent power gain is the sum of the squares of
the window terms, and the coherent power gain is the square
of the sum of the window terms.

Finally, PG, which is defiped as the ratio of output signal-
to-noise ratio to input signai-to-noise ratio, is given. by

SN, A? [}; w(nT)] : o; ; w(nT)
SilNy
]

PG
4o

(15)

Notice PG is the reciprocal of the normalized ENBW. Thus
large ENBW suggests a reduced processing gain. This is reason-
able, since an increased noise bandwidth permits additional
noise to contribute to a spectral estimate.

C. Overiap Correlation

When the fast Fourier transform (FFT) is used to process
long-time sequences a partition length & is first selected to
establish the required spectral resolution of the analysis.
Spectral resolution of the FFT is defined in (16) where Af is
the resolution, f, is the sample frequency selected to satisfy
the Nyquist criterion, and 3 is the coefficient reflecting the
bandwidth increass due to the particular window selected.
Note that | f,/N] is the minimum resolution of the FFT which
we denote as the FFT bin width. The coefficient § is usually
selected to be the ENBW in bins as listed in Table 1

ars(%)

If the window and the FFT are applied to nonoverlapping
partitions of the sequence, as shown in Fig. 8, a significant
part of the series is ignored due to the window’s exhibiting
small values near the boundaries. Forinstance, if the transform
is being used to detect short-duration tone-like signals, the non
overiapped analysis could nuss the event if it occurred near
the boundanes. To avoid this loss of data, the transforms are
usuaily applied to the overlapped partition sequences as shown
in Fig. 8. The overlap 1s almost always 50 or 75 percent. This
overlap processing of course increases the work load to cover
the total sequence length, but the rewards warrant the extra
effort.

(16)
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An important qQuestion related to overlapped processing is
what is the degree of correlation of the random components
in successive transforms? This correlation, as a function of
fractional overlap r, is defined for a relatively flat noise spec-
trum over the window bandwidth by (17). Fig. 9 identifies
how the indices of (17} relate to the overlap of the intervals.
The correlation coefficient

N -1
{ S (W) Win + (1 - r]N))}

n=0
N-1

{ Z Wz(n)}
n=0

is computed and tabuiated in Table I. for each of the windows
listed for 50- and 75-percent overlap.

Often in a spectral analysis, the squared magnitude of succes-
sive transforms are averaged to reduce the vanance of the mea-
surements [S]. We know of course that when we average A
identically distributed independent measurements. the van-
ance of the average is related to the individual vaniance of the
Mmeasurements by

e(r)= (an

2z
LS =l. 118)
oneu. X

Now we can ask what is the reduction in the vanance when we
average measurements which are correlated as they are for
overlapped transforms? Welch [5] has supplied an answer to
this question which we present here, for the special case of 50-
and 75-percent overlap

q

02 1 -
:"“: = [1+2c%0.5)] - g [c?(0.5)],

OMeas.

50 percent overlap

1
=z {1+ 2c2(0.75) + 2c2(0.5) + 2¢2(0.25)]

, E% [e?(0.75) + 2¢2(0.5) + 3¢ (0.29)],

75 percent overlap. (19)

The negative terms in (19) are the edge effects of the average
and can be ignored if the number of terms K is larger than
ten. For good windows. 02(0.25) is small compared to 1.0,
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and can also be omitted from (19) with negligible error. For
this reason, ¢(0.25) was not listed in Table I. Note, that for
good windows {see last paragraph ot Section IV-F), transforms
taken with 50-percent overlap are essentially independent.

D. Scalloping Loss

An important consideration related to minimum detectabie
signal is called scalloping loss or picket-fence effect. We have
considered the windowed DFT as a bank of matched filters
and have examined the processing gain and the reduction of
this gain ascribabie to the window for tones matched to the
basis vectors. The basis vectors are tones with frequencies
equal to multiples of fi/N (with f; being the sample fre-
quency). These frequencies are sample points from the
spectrum, and are normally referred to as DFT output points
or as DFT bins. We now address the question, what is the
additional loss in processing gain for a tone of frequency mid-
way between two bin frequencies (that is, at frequencies
{k+ 1/2) fIN)?

Returning to (13}, with w, replaced by Wik +1y3), We deter-
mine the processing gain for this half-bin frequency shift as
defined in

Fle(1/2)) |signa =4 3 winT) exp (-jwy2)nT),
n
where wyyg) =7 — == (20a)

We also define the scalloping loss as the ratio of coherent gain
for a tone located half a bin from a DFT sample point to the
coherent gain for a tone located at a DFT sampie point, as

indicated in
1
w —_——
2N

w(0)

Z w(nT) exp (-}' [EVH)
Scalloping Loss = Z il =

(20b)

Scalloping loss represents the maximum reduction in PG due
to signal frequency. This loss has been computed for the win-
dows of this report and has been included in Tabile 1.

E. Waorst Case Processing Loss

We mow make an interesting observation. We define worst
case PL as the sum of maximum scalloping loss of a window
and of PL due to that window (both in decibei). This number
is the reduction of output signal-to-noise ratio as a result of
windowing and of worst case frequency location. This of
course 15 related to the minimum detectable tone in broad-
band noise. [t 1s interesting to note that the worst case loss is
always between 3.0 and 4.3 dB. Windows with worst case
PL exceeding 3.8 dB are very poor windows and should not
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Fig. 11. Spectral resotution of nearby kerneis.

be used. Additional comments on poor windows will ho
found in Section IV-G. We can conclude from tle combu.o’
loss figures of Table I and from Fig. 12 that for tis detectio
of single tones in broad-band noise, nearly any window {c1lic,
than the rectangle) is as good as any other. The difference
between the various windows is less than 1.0 dB and for good
windows is less than 0.7 dB. The detection of tones in the
presence of other tones is, however, guite another problem.
Here the window does have a marked affect, as will be demon-
strated shortly.

F. Spectral Leakage Revisited

Returning to (6) and to Fig. 6, we observe the spectral
measurement is affected not only by the broadhband roiss
spectrum, but also by the narrow-band spectrun: which ail:
within the bandwidth of the window. In fact, a given spcaiisd
component say at & = wp will contribute output (or will be
observed) at another frequency, say at w = w, according to
the gain of the window centered at wy and mecasured at w,.
This is the effect normally referred to as spectral leakage and
is demonstrated in Fig. 10 with the transform of a finite dura-
tion tone of frequency wy

This leakage causes a bias in the amplitude and the position
of a harmonic estimate. Even for the case of a single real
harmonic line (not at a DFT sample point), the leakage from
the kernel on the negative-frequency axis biases the kernel or
the positive-frequency line. This bias is most severe and mosi
bothersome for the detection of small signals in the presence
of nearby large signals. To reduce the effects of this bias, the
window should exhibit low-amplitude sidelobes far from the
central main lobe, and the transition to the low sidelobes
should be very rapid. One indicator of how well 3 window
suppresses leakage is the peak sidelobe level (relative to the
main lobe): another is the asymptotic rate of falloff of these
sidelobes. These indicators are listed in Table I.

& Minimum Recolution Bandwidth

Fig. 11 suggests another criterion with which w. should !
concerned in the window selection process. Since the window
imposes an effective bandwidth on the spectral line, we would
be interested in the minimum separation between two ecqual-
strength lines such that for arbitrary spectral locations their
respective main lobes can be resolved. The classic criterion for
this resolution is the width of the window at the half-power
points (the 3.0-dB bandwidth). This criterion reflects the fact
that two equalstrength main lobes separated in frequency by
less than their 3.0-dB bandwidths will exhibit a single spectral
peak and will not be resoived as two distinct lines. The
problem with this criterion is that it does not work for the
coherent addition we find in the DFT. The DFT output
points are the coherent addition of the spectral components
weighted through the window at a given frequency.
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If two kemnels are contributing to the coherent summation,
the sum at the crossover point (nominally half-way between
them) must be smaller than the individual peaks if the two
peaks are to be resolved, Thus at the crossover points of the
kemnels, the gain from each kernel must be less than 0.5, or the
crossover points must occur beyond the 6.0-dB points of the
windows. Table [ lists the 6.0-dB bandwidths of the vanious
windows examined in this report. From the table, we see that
the 6.0-dB bandwidth vanes from 1.2 bins to 2.6 bins, where a
bin is the fundamental frequency tesolution w,/N. The
3.0-dB bandwidth does have utility as a performance imdicator
a3 shown in the next paragraph. Remember however, it is the
6.0-dB bandwidth which defines the resofution of the win-
dowed DFT.

From Table I, we see that the noise bandwidth aiways
exceeds the 3.0-dB bandwidth. The difference between the
two, referenced to the 3.0-dB bandwidth, appears to be a
sengitive indicator of overall window performance. We have
observed that for all the good windows on the table, this
indicator was found to be in the range of 4.0 to 5.5 percent.
Those windows for which this ratio is outside that range
either have & wide main lobe or a high sidelobe structure and,
hence, are characterized by high processing loss or by poor
two-tone detection capabilities. Those windows for which
this ratio is inside the 4.0 to 5.5-percent range are found in

- the lower left commer of the performance comparison chart
* {Fig. 12), which iz described next.

While Table [ does list the common performance param-
eters of the windows examined in this report, the mass of

. numbers is not enlightening. We do realize that the sidelobe
level (to reduce bias) and the worst case processing loss (to
‘maximize detectability) are probably the most important
- parameters on the tabie. Fig. 12 shows the relative position
~ of the windows a5 i function of these parameters. Windows
_residing in the lower left comner of the figure are the good-

" petforming windows. They exhibit low-sidelobe levels and

~ will be identified ax §.

_ Imown windowa.
. justification for its uss and identify its significant parameters.
Al the windows will be prosented as even {about the origin}

sequences with an odd number of points. To convert the win-

low worst case processing loss. We urge the reader to read

" Sections VI and VI; Fig. 12 presents a lot of information,

but not the full story.

V. CLASSIC WINDOWS

We will now catalog some well-known (and some not well-
For each window we will comment on the

dow to DFT-even, the right end point will be discarded and
the sequence will be shifted so that the left end point coin-
cides with the origin. We will use normalized coordinates with
saniple peiiod T = [ .0, so that w is periodic in 29 and hence
A DFT tin will be considered to
extend between DFT sample points {multiples of 2m/A) and
have a width of 2a/N.

A. Rectangle (Dirichlet) Window [6]

The rectangle window is unity over the observation interval,
and can be thought of as a gating sequence zpplied to the data
3o that they are of finite extent. The window for a finite
Fourier transform is defined as

w(n)=1.0, Lo, 0,0, (21a)

n= -

M~z
t |2

and is shown in Fig, 13. The same window for a DFT is
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ing loss.

defined as

wni=10, na=01, " ,N-1 (2iby

The spectral window for the DFT window sequence is pven in

N
sin | — 8
N-i ) [2 ]
g)— 121
2 l
sin [—6]
2

The transform of this window is seen to be the Dinchiert
kernel, which exhibits a DFT main-lobe width (between zero
crossings) of 2 bins and a first sidelobe level approximately 13
dB down from the main-lobe peak. The sidelobes fall off at
6.0 dB per octave, which is of course the expected rate for a
function with a discontinuity. The parameters of the DFT
window are listed in Table 1.

With the rectangle window now defined, w= <un answer tin
question posed earlier: in what sense does the fimite sum of
(22a) approximate the infinite sum of (22b)?

W(g) = exp (‘f

+N /2

F®)y= 3 f(n)exp(-jnd) (12a)
n=-N/2

F@)= 3 fln)exp (-jnf). (22b)

n=-oo

We observe the finite sum is the rectangle-windowed version of
the infinite sum. We recognize that the infinite sum is the
Fourier series expansion of some pernodic function for which
the f{n)’s are the Fourier series coefficients. We also recognize



HARRIS: USE OF WINDOWS FOR HARMONIC ANALYSIS

T
-
!
| ”, f’l!
| _f:;f;fjl:;d; i
R I R
..a!f':w!{frv!’!f!“;.-'.iii’i“l’h
2% - -1 -0 -8 @ ¥ »

59

(b)
Fig. 13. (2) Rectangle window. (b) Log-magnitude of transform.
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Fig. 14. (a) Triangle window. (b) Log-magnitude of transform.

that the finite sum is simply the partial sum of the series.
From this viewpoint we can cast the question in terms of the
convergence properties of the partial sums of Fourier series.
From this work we know the partial sum is the least mean-
square error approximation to the infinite sum.

We observe that mean square convergence is a convenient
analytic concept, but it is not attractive for finite estimates or
for numencal approximations, Mean-square estimates tend to
oscillate about their means, and do not exhibit uniform con-
vergence. (The approximation in a neighborhood of a point of
continuity may get worse if more terms are added to the
partial sum.) We normally observe this behavior near points of
discontinuity as the ringing we call Gibbs phenomenon. It is
this oscillatory behavior we are trying to control by the use of
other windows.

B Triangle {Fejer, Bartlet} Window [7]

The triangle window for a finite Fourier transform is defined
as

In| N N
Wny=10- —, n=-— " ,-1,0,1,---,— (23a)
N/2 2 2
and is shown in Fig. 14, The same window for a DFT 1s
defined as
n N
?; n=0,1 T
Win)= e - (23b}
N
WIN-n), n=_, LN -]

and the spectral window corresponding to the DFT sequence is

given in
2 N
N [—1’ (;- 1 (23c)

W({8)=—exp

The transform of this window is seen to be the squared
Dirichlet kernel. Its maindobe width (between rero crossings)
is twice that of the rectangle’s and the firmt mdelobe level is
approximately 26 dB down from the maindobe pecak, again,
twice that of the rectangle's. The sidelobes fall off at -12 dB
per octave, reflecting the discontinuity of the window residing
in the first derivative (rather than in the function itself). The
triangle is the simplest window which exhibits & nonnegative
transform Thus property can be realized by convolving ar,
window (of half-extent) with itself. The resultant wudow's
transform is the square of the original window's transform.

A window sequence derived by self-convolving a parent win-
dow contains approximately twice the number of sumples as
the parent window, hence corresponds to a tngonometric
polynomia! (its Z-transform) of approximately twice the
order. (Convoiving two rectangles each of A/2 points will
result in a tnangle of ¥ + 1 peints when the zero end points
are ¢ounted.) The transform of the window will now exhibit
twice as many zeros as the parent transform (to account for
the increased order of the associated tngonometric poly-
nomial). But how has the transform applied these extra zeros
available from the increased order polynomial? The self-
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Fig. 15. Two partial sums and their average.
TABLE 11
FETER CONVERGENCE FACTORS AS AN AVERAGE THANSFORM
Fnlﬂm g
F, (8} I fy)
Fy18) 2 L g G e
Fy18) f£3 fa g I £ fen faz
g | 2 3 4 3 2 I
Fray iy g3 32 3 Jlo 3l 32 gfer 3l

convolved window simply places repeated zeros at each loca-
tion for which the parent transform had a zero. This, of
course, not only sets the transform to Zero at those points, but
also sets the first derivative to zero at those points. If the
intent of the increased order of polynomial is to hold down
the sidelobe levels, then doubling up on the zeros is a wasteful
tactic. The additional zeros might better be placed between
the existing zeros {near the local peaks of the sidelobes) to
hold down the sidelobes rather than at locations for which
the transform is already equal to zero. In fact we will observe
in subsequent windows that very few good windows exhibit
repeated roots.

Backing up for a moment, it is interesting to examine the
triangle window in terms of partialsum convergence of
Fourier series. Fejer observed that the partial sums of Fourier
series were poor numerical approximations [8]. Fourier
coefficients were easy to generate however, and he questioned
if some simple modification of coefficients might lead to a
new sect with more desirable convergence properdes. The
oscillation of the partial sum, and the contraction of those
oscillations as the order of the partial sum increased, suggested
that an average of the partial sums would be a smoother
function. Fig. 15 presents an expansion of two partial sums
near a discontinuity. Notice the average of the two expansions
is smoother than cither. Continping in this line of reasoning,
an average expansion F¥ (8) might be defined by

1
FN(®) = [Fy_10)+Fy_3(@)+ -+ Fo(8)]  (24)

where F, (0} is the M-term partial sum of the series. This is
casily visualized in Table 1I, which lists the nonzero coeffi-
cients of the first four partial sums and their average summa-
tion. We see that the Fejer convergence factors applied to the
Fourier series coefficienty is, in fact, a triangle window. The
averaging of partial sums is known as the method of Cesaro
summability.

C. Cos®(X) Windows

This is actualiy a family of windows dependent upon the
parameter o, with @ normally being an integer. Attractions of
this family include the ease with which the terms can be
generated, and the easily identified properties of the transform
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of the cosine function. These properties are particularly
attractive under the DFT. The window for a finite Fourer
transform is defined as

7

n N N
win)=cos® | —m|, n=-—,-+,-1,001 - =

and for a DFT as
n -
w(n)=sin" [ﬁﬂ}’ n=0,1,2 " .N-1. (250

Notice the effect due to the change of the origin. The most
common values of @ are the integers | through 4, with 2 bemg
the most well known (as the Hanning window). This window
is identified for values of & equal to 1 and 2 in (26a> (2¢i-
(27a), and (27b), (the “a" for the finite transforms. the "'b"
for the DFT):

a = 1.0 (cosine lobe)}

n N N
win)=cos | —-x}, n=-—--,-1,0,1,---,—- (26a)
N 2 2
a = |.0 (dne lobe)
n
w(n)=sin{ﬁﬂ], n=0,1,2,-"" ,N-1 (26b})
a = 2.0 (cosine squared, raised cosine, Hanning)
w(n) = cos? 111’
N
2n
=05 |1.0+cos | — = s
N
N N
n=-—"" -10,1,- — (27a)
2 2
a = 2.0 (sine squared, raised cosine, Hanning)
(n)y=sin? | —7
win) = -
N
2n
=0.5[].0-cos [—n}] n=0,1,2,-" - .N-1
N
{276}

The windows are shown for « integer values of 1 through 4 1n
Figs. 16 through 19. Notice as a becomes larger, the windows
become smoother and the transform reflects this increased
smocthness in decreased sidelobe level and faster falloff of ‘he
sidelabes, but with an increased width of the main lobe.

Of particular interest in this family, is the Hann window
(after the Austrian meteorologist, Julius Von Hann)! [7]. Not
only is this window continuous, but so is its first derivative.
Since the discontinuty of this window resides in the second
derivative, the transform falls off at 1/w> or at - 18 dB per
octave. Let us closely examine the transform of this window.
We will gain some interesting insight and learn of a clever
application of the window under the DFT.

' The correct name of this window is “Hann.” The term “Hanning"
i1s used in this report to refiect conventional usage. The derived term
“‘Hann'd" iy also widely used.
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Fig. 16. (a) Cos {nx/N) window.
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Fig. 17. (a) Cos? (nx/N) window. (b) Log-magnitude of transform.
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Fig. 18. (a) Cos® (nn/N) window. (b} Log-magnitude of transform.
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Fig. 19. (2) Cos* (nn/N) window (b) Log-magnitude of transform.,
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The sampled Hanning window can be written as the sum of
the sequences indicated in

win)=0. .3 Cos NﬂJ'

n=-

N (28a)
2

N
N S TR
p

Each sequence has the easily recognized DFT indicated in

= D( 2V ep (9+2—") T28b)
W(0)=0.5D(0)+0.25 v v

where
N
D(f)=exp (-l-] E) —_—

We recognize the Dirichlet kernel at the origin as the transform
of the constant 0.5 samples and the pair of transiated kernels
as the transform of the single cycle of cosine samples. Note
that the translated kernels are located on the first zeros of the
center kernel, and are half the size of the center kernel. Also
the sidelobes of the translated kernel are about half the size
and are of opposite phase of the sidelobes of the central
kernel. The summation of the three kernels’ sidelobes being in
phase opposition, tends to cancel the sidelobe structure. This
cancelling summation is demonstrated in Fig. 20 which depicts
the summation of the Dirichlet kernels {without the phase-
shift terms).

The partial cancelling of the sidelobe structure suggests a
constructive technique to define new windows. The most
well-known of these are the Hamming and the Blackman
windows which are presented in the next two sections.

For the special case of the DFT, the Hanning window is
sampled at multiples of 2x/N, which of course are the loca-
tions of the zeros of the central Dirichiet kernel. Thus only
three nonzero samples are taken in the sampling process. The
positions of these samples arc at -27/N, 0, and +2x/N. The
value of the samples obtained from (28b) (including the phase
factor exp {-f{N/2)8) to account for the A/2 shift) are - %
+%, %, respectively. Note the minus signs. These results
from the shift in the origin for the window. Without the shift,
the phm term is missing and the coefficients are all positive
1, 74 : These are incotrect for DFT processng, but they
find their way into much of the literature and practice.

Rather than apply the window as a product in the time
domain, we zlways have the option to apply it as a convols
tion in the frequency domsin. The attraction of the Hanning
window for this application is twofold; first, the window
spectra is nonzero at only three data points, and second, the
sample values are binary fractions, which can be implemented
as right shifts, Thus the Hanning-windowed spectral points
obtained from the rectangie-windowed spectral points are
obtained as indicated in the following equation as two real
adds and two binary shifts (to multiply by -;—):

F(k) unning = 5 [Fk) - 3 [F(k- 1)
+ F{k+ D11 |Recrange- (29}

Thus a Hanning window applied to a real transform of length
N can be performed as N real multiplies on the time sequence
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Fig. 20. Transform of Hanning window as a sum of three Dirichiet
kernels.

or as 2V real adds and 2N binary shifts on the spectral datz.
One other mildly impeortant consideration, if the window is Lo
be applied to the time data, is that the samples of the window
must be stored somewhere, which normally means additional
memory or hardware. It so happens that the samples of the
cosine for the Hanning window are already stored in the
machine as the trig-table for the FFT; thus the Hanmng
window requires no additional storage.

D. Hamming Window [7]

The Hamming window can be thought of ‘as a modified
Hanning window. {(Note the potential source of confusion in
the similarities of the two names.) Referring back to Figs. 17
and 20, we note the inexact cancellation of the sidelobes from
the summation of the three kernels. We can construct a win-
dow by adjusting the relative size of the kernels as indicaied 10
the following to achieve a more desirable form of cancellation:

(n)=a+(l-a) Eul
win})=o a) cos Nn

W(@)=aD(8)+0.5 (1 - a) [ ( ';)*D(ﬂw‘%)].

(30a)

Perfect cancellation of the first sidelobe {(at 8 = 2.5 [2n/N})
occurs when a = 25/46 (@ = 0.543 478 261). If ais selected as
0.54 {(an approximation to 25/46), the new zero occurs at
8 =2.6{2n/N) and a marked improvement in sidelobe level is
realized. For this value of o, the window is called the Ham-
ming window and i3 identified by

' )
0.54+046cos | —n| ,

N

w(n)=ﬁ ”=';-"','1|0.1."'.

2w
0.54 - 0.46 cos [ n] s
N

L n=012- ,N-1 {30b)

The coefficients of the Hamming window are nearly the set
which achieve minimum sidelobe levels. If a is selected to be
0.53856 the sidelobe level is -43 dB and the resultant window
s a special case of the Blackman-Harris windows presented in
Section V-E. The Hamming window is shown in Fig. 2!.
Notice the deep attenuation at the missing sidelobe position.
Note also that the small discontinuity at the boundary of the
window has resulted in a 1/w (6.0 dB per octave) rate of
falioff. The better sidelobe canceilation does result in a much
lower initial sidelobe level of -42 dB. Table I lists the param-
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Fig. 21. {(a) Hamming window, {b) Log-magnitude of Fourier transform.

Fig, 22. (a) Blackman window._

eters of this window. Also note the loss of binary weighting;
hence the need to perform multiplication to apply the
weighting factors of the spectral convolution.

E. Blackman Window [7]

The Hamming and Hanning windows are examples of win-
dows constructed as the summation of shifted Dirichlet ker-
neis. This data window is defined for the finite Fourier trans-
form in (31a) and for the DFT in(31b): equation (31c) is the
resultant spectral window for the DFT given as a summation
of the Dirichlet kerneis D(8) defined by W{(8)in (21c¢y,

NIz
2n N
W{nl=z amcos]:*-mn] n=-— -1,0.1 T
m=0 N - -
(31a)
N/2
im
Winy= 3 (-l)mamcos[—mn], n=0,1, Nl
m=g N
(31b)
ks a 2o n
MM=Z(%W11D0-mm+D@+;mH
e : N N
t3lc)

Subject to constraint

Ni2

3 ap=10
m=0

We can see that the Hanning and the Hamming windows are

,ﬁ‘l auB
) T \‘

f
i
f
f
f'
\

bt e}

— -
el
]

A

(v)

(b) Log-magnitude of transform.

of this form with 4, and a; being nonzero. We see that their
spectral windows are summations of three-shifted kernels.

We can construct windows with any K nonzero coefficients
and achieve a (2K- 1) summation of kernels. We recognize,
however, that one way to achieve windows with a narrow main
lobe is to restrict K to a small integer. Blackman examined
this window for K =3 and found the values of the nonzero
coefficients which place zerosat 8 =35 (2n/N)andat 8 = 4.5
(2In/N), the position of the third and the fourth sidelobes.
respectivety, of the central Dirichlet kernel. These exact
values and their two place approximations are

8
=0.42635907]1 =042

20 = 18608

9240
a = £ 0.496 560 62 ~ 0.50

18608

. 1430
ay = 20076 848 67 = 0.08

18608

The window which uses these two place approximations is
known as the Blackman window. When we describe this
window with the “exact”™ coefficients we will refer to it as
the exact Blackman window., The Blackman window is de-
fined for the finite transform in the following equation and
the window is shown in Fig. 22:

n m
Winy=042+0.50cos| —n{ +0.08 cos|— 2n|.
N N

(32

n=-

N
2

rJ__|2

‘...‘_1‘0‘1'...
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The exact Blackman window 18 shown in Fig. 23, The sidelobe
level is 5§ dB down for the exact Blackman window and is 38
dB down for the Blackman window. As an observation, note
that the coefficients of the Blackman window sum to zero
(042 -0.50 +0.08) at the boundaries while the exact coef.
ficients do not. Thus the Blackman window is continuous
with a continuous first derivative at the boundary and falls off
like 1/w® or 18 dB per octave. The exact terms {like the
Hamming window) have a discontinuity at the boundary and
falls off like 1/w or 6 dB per octave, Table [ iists the param-
eters of these two windows. Note that for this class of win-
dows, the ay coefficient is the coherent gain of the window.
Using a gradient search technique [9], we have found the
windows which for 3- and 4 -nonzero terms achieve a mintmum

sidelobe level. We have also constructed families of 3-and 4-
term windows in which we trade imain-lobe width for sideiohe
level. We call this family the Blackman-Harris window  We
have found that the minimum 3-term window can achieve a
sidelobe level of -67 dB and that the minimuam 4-term win-
dow can achieve a sidelobe level of -92 dB. These windows
are defined for the DFT by

n I n
wini=gg - a, cos| —n) +a; cos{ —2n| - a5 cos| — 3n
N N A

n=012---.N-1 13t

The lLsted coefficients correspond to the minimum 3-term
window which is presented in Fig. 24, another 3-term window

13738
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Fig. 26. (a) $samplc Kaiser—Besset window. (b) Log-magnitude of transform.

r —1n

-5 =
3-Term 3-Term 4-Term 4-Term
(67 dB) (61 dB) (-92 dB) (-74 dB)
dp 0.42323 044959 0.35875 040217
ay 049755 0.49364 0.48829 0.49703
dq 0.07922 0.05677 0.14128 009392
ay —— —_ 001168 0.00133

(to establish another data point in Fig. 12), the minimum 4-
term window (to also establish a datz point in Fig. 12), and
another 4-term window which is presented in Fig. 25. The
particular 4-term window shown is one which performs well
in a detection exampie described in Section VI (see Fig. 69).
The parameters of these windows are listed in Table 1. Note in
particular where the Blackman and the Blackman-Harris win-
dows reside in Fig. 12. They are surprisingly good windows
for the small number of terms in their trigonometric series.
Note, if we were to extend the line connecting the Blackman-
Harns family it would intersect the Hamming window which,
mn Section V-D | we noted is nearly the minimum sidelobe level
2-term Blackman-Harris window.

We also mention that a good approximation to the Blackman-
Hams 3- and 4-term windows can be obtained as scaled
samples of the Kaiser-Bessel window’s transform (sce Section
V-H). We have used this approximation to construct 4-term
windows for adjustable bandwidth convolutional filters as
reported in [10]. This approximation is defined as

_sinh [#Va® - m?}
m Vot -m?

‘b°+2b1 "‘21?2 +(2b3)

muag 2asd

o
I

_bo bm

2y = m=1,2, (3 (34)

c c
The 4 coefficients for this approximation when a= 3.0 are
a0 =0.40243, 2, = 0.49804, a; = 0.09831, and a5 = 0.00122,
Notice how close these terms are to the selected 4-term
Blackman-Harris (- 74 dB) window. The window defined by
these coefficients is shown in Fig. 26. Like the prototype
from which it came (the Kaiser-Bessel with a=30) ths
window exhibits sidelobes just shy of - 70 dB from the main
lobe. On the scale shown, the two are indistinguishable
The parameters of this window are aiso Listed in Table 1 and
the window is entered in Fig. 12 as the “4-sample Kaiser-~
Bessel”” It was these 3- and 4-sample Kaiser-Bessel prototype

windows {parameterized on «) which were the starting condi-
tions for the gradicnt minimization which leads to the Black-
man-Harris windows. The optimization starting with thesc
coefficients hag virtually no effect on the maindobe character-
istics but does drive down the sidelobes approximately 5 dB.

F. Constructed Windows

Numerous investigators have constructed windows as prod-
ucts, as sums, as sections, or as convolutions of simple func-
tions and of other simple windows. These windows have been
constructed for certain desirable features, not the least of
which is the attraction of simple functions for generating ti:.
window terms. In general, the constructed windows tend not
to be good windows, and occasionally are very bad windows.
We have already examined some simple window constructions.
The Fejer (Bartiett) window, for instance, is the convolution
of two rectangle windows; the Hamming window is the sum of
a rectangle and a2 Hanning window: and the cos*(X )} window
is the product of two Hanning windows. We will now examine
other constructed windows that have appeared in the litera-
ture.” We will present them so they are available for compari-
son. Later we will examine windows constructed in accord
with some criteria of optimality, (see Sections V-G, H, I, anJ
1). Each window is identified only for the finite Founer trans
form. A simple shift of N/2 points and right end-point deie-
tion will supply the DFT version. The significant figures of
performance for these windows are also found in Tabie [

I} Riesz (Bochner, Parzen) Window [11]: The Riesz win-
dow, identified as

win)=1.0 I—I" Coosimi<? (35)
n}=10- s n -

N2 2
iz the gimplest continuous poiynomial window It exhibits

discontinuwous first derivative at the boundaries, hezncs
transform falls off like 1/w”. The window is shown in Fig
27. The fost sidelobe is -22 dB from the main lobe. This
window is similar to the cosine lobe (26) as can be demon-
strated by examining its Taylor series expansion.

2) Riemann Window [12]- The Riemann window, defined

by
n
sin [— 21|‘:|
N

=

is the central lobe of the SINC kernel. This window is con-
-

o |2

win)= 0<|n|=< (36)
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Fig. 29. (a) The de la Vallé—Poussin window. (b) Log-magnitude of transform.

tinuous, with a discontinuous first derivative at the boundary.
It is similar to the Riesz and cosine lobe windows. The
Riemann window is shown in Fig. 28.

3/ de la Valle-Poussin (Jackson, Parzen) Window [11]. The
de la Vallé-Poussin window is & piecewise cubic curve ob-
tained by self-convolving two triangles of half extent or four
rectangles of one-fourth extent. It is defined as

n1? lal N
l0-»o 1.0- R 0L in{<—
N/2 N/2 4

win)=

[ IHT
10-—1 |
N2

N N
—Kin|&%—
4 2

(37:

The window is continuous up to its third derivative so that its
sidelobes fail off like 1/w*. The window is shown in Fig 29
Notice the trade off of main-lobe width for sidelobe level.
Compare this with the rectangle and the triangle. [t is a non-
negative window by virtue of its self-convolution construction.

4} Tukey Window [13]: The Tukey window, often calied
the cosine-tapered window, is best iinagined as a cosine lobe of
width (a/2)N convolved with a rectangie window of width
(1.0 a/2} N Of course the resultant transform s the product
of the two comresponding transforms. The window repiesents
an attempt to smoothly set the data to zero at the boundaries
while not significantly reducing the processing gain of the
windowed transform. The window evoives from the rectangie
to the Hanning window as the parameter &« vanes from zero to
unity. The family of windows exhibits a vonfusing array of
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Fig. 32. (a) 75-percent cosine taper (Tukey) window. (b) Log-magnitude of transform.

sidelobe levels arising from the product of the two component
transforms. The window is defined by

N
1.0, 0<ln|<a"2’

win) = N
n-a—
2

N N
05]1.0+cos |7 . a;(lnl(;

21 - —
( u!)2

(33)

The window is shown in Figs. 30-32 for values of @ equal to
0.25,0.50, and 0.75, respectively.
5} Bohman Window [14]: The Bohman window is ob-

tained by the convolution of two half-duration cosine lobes
(26a), thus its transform is the square of the cosine labe's
transfofim {see Fig. 16). in the time duomain the window . 45,
be described as a product of a triangle window with a singlc
cycle of a cosine with the same period and, then, 2 corrective
term added to set the first derivative to zero at the boundary.
Thus the second derivative is continuous, and the disconti-
nuity resides in the third derivative. The transform falls off like
1/w*. The window is defined in the following and is showp in

Fig. 33:
B ASTTY B SETY PR Y
win)= [I.O Nﬁ] cos [ﬂ NI?.]+ - sin [rr NIZ:II
0<lﬂ|<g. (39)
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Fig. 35. (a) Poisson window, (b) Log-magnitude of transform (a = 3.9).

6) Poisson Window []12/: The Poisson window is a two-
sided exponential defined by

in | N

mM=expl-a—) O0|n)<—. 40

win) p ( N2 In) 3 (40)

This is actually a family of windows parameterized on the

variable &, Since it exhibits a discontinuity at the boundaries,

the transform can fall off no faster than !/w. The window is

shown in Figs 34 -36 for values of aequal te 2.0, 3.0, and 4.0,

respectively. Notice as the discontinuity at the boundaries

becomes smaller, the sidelobe structure merges into the
asymptote. Also note the very wide main lobe; this will be

observed in Table [ as a large equivalent noise bandwidth and
as a large worst case processing loss.

7) Hanning-Poisson Window: The Hanning-Poisson win-
dow is constructed as the product of the Hanning and the
Poisson windows. The family is defined by

| N
win) =035 exp |-a——1 0<|n|<;.
(41}

This window is similar to the Poisson window. The rate of
sidelobe falloff is determined by the discontinuity in the first
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Fig. 36. (a) Poisson window. (b) Log-magnitude of transform {(a = 4.0).
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(b) Log-magnitude of transform (a = 0.5).

Fig. 38. (a) Hsnning-Poisson window. (b) Log-magnitude of transform (a = 1.0),

derivative at the origin and ic 1/w?. Notice as @ increases,
forcing more of the exponential into the Hanning window,
the zeros of the sidelobe structure disappear and the lobes
merge into the asymptote. This window is shown in Figs.
37-39 for values of & cqual to 0.5, 1.0, and 2 0, respectively.
Again note the very large main-lobe width.

8 Cauchy {Abel, Poisson) Window [15]: The Cauchy win-
dow is a family parameterized on a and defined by

1 N
winy= ——————  0<in|<< (42)
1.0+ al] -
N

The window is shown in Figs 40-47 for values of a equal to
3.0, 49 and 5.0, respectively. Note the transform of the

Cauchy window is a two-sided exponential {see Poisson wim
dows), which when presented on a log-magnitude scale 1
es.sential]y an isosceles triangle. This capses the window to
exhibit a very wide main lobe and to have a large ENEW,

G. Gaussian or Weierstrass Window [15]

Windows are smooth positive functions with tall thin (1.e
concentrated) Fourier transforms. From the generalize..
uncertainty principle, we know we canpot simultaneousi
concentrate both a signal and its Fourier transform. If ou
measure of concentration is the mean-square time duration
and the mean-square bandwidth W, we know all function
satisfy the inequality of

1

TW= —
am

{43
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Fig. 39. (a) Hanning-Poisson window. (b) Log-magnitude of transform (& = 2.0).
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Fig. 40. (a) Cauchy window. (b) Log-magnitude of transform (¢ = 3.0).
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Fig. 41, (a) Cauchy window. (b) Log-magnitude of transform (s = 4.0).

with equality being achieved onily for the Gaussian pulse {16] .
Thus the Gaussian pulse, characterized by minimum time-
bandwidth product, is a reasonable candidate for a window.
When we use the Gaussian pulse as a window we have to trun-
cate or discard the tails. By restricting the pulse tc be finite
length, the window no longer is minimum time-bandwidth.
I the truncation point is beyond the threesigma point, the
error ;.hould be small, and the window should be a good
pproximation to minimum time-bandwidth.
The Gaussian window is defined by

win) = exp [‘_[ N';z]‘]

The
transform s the convolution of a Gaussian transform with

(443)

a Dirichlet kernel as indicated in

2
N \/_gm[i[l_f,] ] )
2 a 2Lla

N2z 1y 12
z;*ﬁcxpl:—ﬁ[gﬂ]], fora > 2.5, and f small

(44b)

This window is parameterized on a, the reciprocal of the
standard deviation, a measure of the width of its Founer
transform. increased a will decrease with the width of the
window and reduce the severity of the discontinuity at the
boundaries. This will result in an increased width transform
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main lobe and decreased sidelobe levels. The window is
prasented ir. Figs. 43, 44, and 45 for values of @ equal 1o 2.5,
1.0, and 3.5, respectively. Note the rapid drop-off rate of
sidelcbe leve! in the exchange of sidelcbe level for main-lobe
width. The figures of merit for this window are listed In
Table 1.

H Dalph-Chebyshev Window [17]

Follow.ng the reasoning of the previous suction, we seck a
window which, for a known finite duration. in some sense
exhibits 2 narfow bandwidth. We now take a Jead from the
antenna design pcople who have faced znd solved a simiar
probler.. The provlem 1s to illuminate an antenna of {iaite

Qas

[-3 —-+-.A“.|*._‘——_+__._,',__+_

il

g

{a) Gaussian window. {b) Log-magnitude of traruform (g = 3.0).

-
aperture to achieve a narrow main-lobe beam pattorn while
simultaneously restricting sidelobe response. (The antenna
designer calls his weighting procedure shading.) The closed-
form solution to the minimum maindobe width for a given
sijelobe level is the Dolph-Chebyshev window (shading)
The continuous solution to the problem exhibits impulses at
the buundaries which restricts continuous realizations to
approximations (the Taylor approximation). The discrete or
sampled window is not so restricted, and the solution can be
impiemented exactly.

The relation T,{X )= cos (nfl) describes a mapping between
the nih-order Chebyshev {algebraic) polynomial and the nth-
order  trigopometic  polynomial. The Dolph—Chebyahev
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window i3 defined with this mapping in the following equa- and .

tion, in terms of uniformly spaced samples of the window's x

Fourier transform, —-tan ' {X/V1.0- X%, 1XI<10
cosT (X)=4 ¢

{ _,[ ( k)]] In[X+/XT-101, (X153 1.0
cos | N cos cos r;

SR L 5 To obtain the comresponding window time samples win), we

cosh {¥ cosh ™ (§)] ’ amply perform a DFT on the samples W(k) and then scale
for unity peak amplitude. The parameter a represents the log

O<JkI<N-1 (45) of the ratio of main-obe level to sidelobe [evel. Thus a vaiue

where of a equal to 3.0 represents sidelobes 3.0 decades down from
1 the main iobe, or sideiobes 60.0 dB below the main lobe. The

fi = cosh [4 cosh"(l()")] (- 1)* alternates the sign of successive transform sampies to
N reflect the shifted ongin in the time domain. The window is

wk)=(-1)*
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Fig. 49. (a) Dolph-Chebyshev window. (b) Log-magnitude of transform (s = 4.0).

presented in Figs, 46-49 for values of a equal tao 2.5, 3.0,
3.5, and 4.0, respectively. Note the uniformity of the sidelobe
structure, almost sinusoidal! It is this uniform oscillation
which is responsibie for the impulses in the window.

I Kaiser-Bessel Window [18]}

Let us examine for a moment the optimality criteria of the

last two sections.
with minimum time-bandwidth praduct,

In Section V-G we sought the function
We know this to be

the Gaussian.

In Section V-H we sought the function with

restricted time duration, which minimized the main-lobe
width for a given sidelobe level. We now consider a simnilar
problem. For a restricted energy, determine the function of
restricted time duration T which maximizes the energy in the
band of frequencies W. Slepian, Pollak, and Landau {19],
(20] have determined this function as a family parameterized
over the time-bandwidth product, the prolate-spheroidal wave
functions of order zero. Kaiser has discovered a simple ap-
proximation to these functions in terms of the zecro-order
modified Bessel function of the first kind. The Kaiser-Bessel
window is defined by

n 2
Ig | Fa i.O“(m) N
()Slnlé-:

w(n) = :
1o [mal 2

{46a)

where

(i)k 2

=~ [\2

Lxy=X |
k=0 | *!

The parameter m is half of the timec-bandwidth product. The
transform is approximately that of

wig) = N sinh [/oZ2x? - (M9/2) ]
" Io(am) a3¥? - (NO[2P
This window is presented in Figs. 50-53 for values of a eqnal

to 2.0, 2.5, 3.0, and 3.5, respectively. Noic the tradec off
between sidelobe level and maindobe width.

(46b)

J. Barcilon-Temes Window [21]

We now examine the last criterion of optimality for a win-
dow, We have ajready described the Slepian, Pollak, and
Landau criterion. Subject to the constrainis of fixed energy
and fixed duration, determine the function which maximizes
the energy in the band of frequencies W. A related criterion,
subject to the constraints of fixed area and fixed duration, is
to determine the function which minimizes the energ: {or
the wefkhted energy) outside the band of frequencies W. 1uiz
is 2 reasonable criterion since we recognize that the transform
of a good window should minimize the energy it gathers from
frequencies removed from its center frequency. Till now, we
have been responding to this goal by maximizing the concen-
tration of the transform at its main lobe.

A closed-form solution of the unweighted minimum-energy
criterion has not been found. A solution defined as an cxpan-
sion of prolate-spheroidal wave functions does exist and it is

of the form shown in
wa, O w
lflzn( . 0) h (I’G, )

H(E)= Z o,

47)
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Here the A;, is the eigenvalue corresponding to the associated
prolate-spheroidal wave function | Y3,(x, ¥}|, and the ma is
the selected half time-bandwidth product. The summation
converges quite rapidly, and is often approximated by the first
term or by the first two terms. The first term happens to be
the solution of the Slepian, Pollak, and Landau problem,
which we have already examined as the Kaiser-Bessel window.

A closed-form solution of a weighted minimum-energy
criterion, presented in the following equation has been found
by Barcilon and Temes:

(48)

w
Minimize J: | H{w)|? ﬁdw.

This criterion is one which is a compromise between the Dolph-
Chebyshev and the Kaiser-Bessel window criteria.

Like the Dolph-Chebyshev window, the Fourier transform is
more easily defined, and the window time-samples are ob-
tained by an inverse DFT and an approgpriate scale factor. The
transform samples are defined by

ylk)
Acos [yk)] + B Tm[y(l)]

Wik) = (-1* -
T e [P )
c
(49)
where
A =sinh (C) =+/10%@ - |

B =cosh (C) = 10%
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¢ =cosh~'{10%)

§ = cosh [% C]
-1 L2
yplk)=Ncos™ [Bcos {7 ~1

(See also (45).) This window is presented in Figs. 54-56 for
values of @ equal to 3.0, 3.5, and 4.0, respectively. The main-
lobe structure is practically indistinguishabie from the Kaiser-
Bessel main-lobe. The figires of merit listed on Table 1 suggest
that for the same sidelobe level, this window does indeed
reside between the Kaiser-Bessel and the Dolph-Chebyshev
windows. It is interesting to examine Fig. 12 and note where
this window is located with respect to the Kaiser-Bessel
window; striking similarity in performance!

V1. HARMONIC ANALYSIS

We now describe a simple experiment which dramatically
demonstrates the influence a window exerts on the detection
of a weak spectral line in the presence of a strong nearby line.
If two spectral lines reside in DFT bins, the rectangle window
allows each to be identified with no interaction. To demon-
strate this, consider the signal composed of two frequencies
10 f,/N and 16 f,/N {(comresponding to the tenth and the
sixteenth DFT bins) and of amplitudes |.G and 0.01 (40.0 dB
- separation), respectively. The power spectrum of this signal
obtained by a DFT is shown in Fig. 57 as a lincar interpola-
tion between the DFT output points.

We now modify the signal slightly so that the larger signal
resides midway between two DFT bins; in particular, at 10.5
fy/N. The smaller signal still resides in the sixteenth bin. The
power spectrum of this signal is shown in Fig. 58. We note
that the sidelobe structure of the larger signal has completely

==~swamped the main lobe of the smailler signal. In fact, we know

(see Fig. 13) that the sidelobe amplitude of the rectangle win-
dow at 5.5 bins from the center is only 25 dB down from the
peak, Thus the second signal (5.5 bins away) could not be
detected because it was more than 26 dB down, and hence,
hidden by the sidelobe. (The 26 dB comes from the 25-dB
sidelobe level minus the 3.9-dB processing loss of the window
pius 3.0 dB for a high confidence detection.) We also note
the obvious asymmeiry around the main lobe centered at 10.5
bins. This is due to the coherent addition of the sidelobe
structures of the pair of kernels located at the plus and minus
10.5 bin positions. We are observing the self-leakage between
the positive and the negative frequencies. Fig. 59 is the power
spectrum of the signal pair, modified so that the large-amplitude
signal resides at the 10.25-bin position. Note the change in
asymmetry of the main-obe and the redncrion in the sidelobe
level. We still can not observe the second uigial focated at
bin position 16.0.

We now apply different windows to the two-tone signal to
demonstrate the difference in second-tone detectability. For
some of the windows, the poorer resolution occurs when the
large signal is at 10.0 bins rather than at 10.5 bins. We will
always present the window with the large signal at the loca-
tion corresponding t0 worst-case resolution.

The first window we apply is the triangle window (see Fig.
60) The sideiobes have fallen by a factor of two over the
rectangle windows' lobes (e.g.. the - 35-dB level has fallen to
-70 dB). The sidelobes of the larger signal have falien to
approniniaiely -45 dB ar the second signat so that it is barely
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detectable. If there were any noise in the signal, the second

tone would probably not have been detected.

The next windows we apply are the cos™(x) family. For
the cosine lobe, @ = 1.0, shown in Fig. 61 we observe a phase
cancellation in the sidelobe of the large signal located at the
small signal position. This cannot be considered a detect
We also see the spectral leakage of the main lobe over e
frequency axis. Signals below this leakage level would not be
detected. With a = 2.0 we have the Hanning window, which is
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presented in Fig. 62. We detect the second signal and observe

a2 3.0-dB null between the two lobes. This is still a marginal

detection. For the cos®(x) window presented in Fig. 63, we
. detect the second signal and observe a 9.0-dB null between
E the lobes. We also see the improved sidelobe response. Finally
, for the cos*(x) window presented in Fig. 64, we detect the
. second signal and observe a T.0-dB null between the lobes
Here we witness the reduced return for the trade between
sidelobe level and main-lobe width. I[n obtaining further
. reduction in sidelobe level we have caused the incteased main-
Jobe width to encroach upon the second signal.
. We next apply the Hamming window and present the resuit
Fig. 65, Here we observe the second signal some 35 dB
wn, approximately 3.0 dB over the sidelobe response of
e large signal, Here, too, we observe the phase cancellation
d the leakage between the positive and the negative fre-
Ency components. Signals more than 50 dB down would
t be detected in the presence of the larger signal.

The Blachinan window is applied next and we sz= the results
2 Fig. 66. The presence of the smaller amplitude kerneij is
now very apparent. There i a 1 7-dB null between the two
fignals. The artifact at the base of the largesignal kemnel is

'L
Ol RET fn Amo
Sew 1. 108 \m
A Sepm 1 WD as
- 1
ol
| -
L
- i
. |t
M - "«\
oo f:
T ‘
0 M o W W T W m :q;

Fig. 64. Cos* (n¥/N) window.

ool FET b A
Soprem 1 ot ] 1o
Seprm I WS a0t

S—

u it
0 L] x m

M T —
L4 o W m n L] o0

Fig. 65. Hamming window.

Dol n AET fim  Ame
1 I Sigwi £ 104 Lo
1 Spw 2 RO 0.0

..

'

w0+ i

-
T
-n -
y
—_— — .
1] 1 F ) n L ] L] m " wo o
Fig. 66. Blackman window.

Qo - n L1, T v—
; Sarw 1 c08 o
‘I‘ f\ epwn 1 HAQ Lot
ol

P
o
- R

-+ ‘\

P

{ l/‘

b
- v j’\

- -~
L
¢ W ® o} ow W oW MW ow ow o

Fig. 67. Exact Blackman window.

the sidelobe structure of that kernel. Note the rapid rate of
{alloff of the sidelobe leakage has confined the artifacts to a
smali portion of the spectral line.

We next apply the exact Blackman coefficients and witness
the results in Fig. 67. Again the second signal is well defined
with a 24-dB null between the two kermels. The sidelobe
structure of the larger kernel now extends over the entire
spectral range. This leakage is not terribly severe as it is nearly
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60-dB down relative to the peak There is another smafl
artifact at SO-dB down on the low frequency side of the large
kernel. This in defmitely a single sidelobe of the large kemel.
This artifact is essentially remowved by the minmimum 3-term
Blackman-Harris window which we see in Fig 68. The null
between the two signal main Jobex is slightly smaller, at ap-
proximatety 20 dB. :

Next the 4-term Blackman-Hacris window is applied to the
signal and we see the resuits in Fig. 69. The sddelobe struc-
tures are more than 70-¢dB down and as such are not observed
on this scale, The two gignal Jobes are well defined with
approximately a2 19-dB nuil between them. Now we apply the
4-mample Kaiser-Bessel window to the signal and see the re-
salts in Fig. 70. We have essentially the same performance as
with the 4 term Blackman-Harris window. The only obser-
vable difference on thix scale is the small sidelobe artifact
68 dB down on the low frequency side of the large kernel.
This group of Blackman-derived windows perform admirably
well for therr simplicity.

The Ricsz window is the first of our constructed windows
and s presented in Fig 71. We have not detected the second
signal but we do observe its affect as a2 20.0-dB pull due
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Fig. 73. de la Vallé-Poumin window.

to the phase cancellation of a sidelobe in the large ngnal’s
kernel

The result of 2 Riemann window is presented in Fig. 72.
Here, too, we have no detection of the second signal. We do
have a smail pull due to phase cancellation at the second ag-
nal. We also have a large sidelobe response.

The next window, the de la Vallé-Poussin or the self-
convolved triangle, is shown in Fig. 73. The second signal s
easily found and the power spectrtum exhibits a 16.0-dB null.
An artifact of the window (its lower sidelobe) shows up,
however, at the fifth DFT bin as a signal approximately 53.0
dB down. See Fig 29,

The result of applying the Tukey family of windows is
presented in Figs. 74-76. In Fig. 74 (the 25-percent taper)
we see the lack of second-signal detection due to the high side-
lobe structure of the dominant rectangle window. In Fig. 75
{(the SO-percent taper) we observe a lack of second-mignal
detection, with the second signal actually filling in one of the
pulls of the first signals’ kernel. In Fig. 76 (the 76-percent
taper) we witness a marginal detection in the still high side-
lobes of the larger signal. This is still an unsatisfying window
because of the artifacts,
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The Bohman construction window is applied and presented
in Fig. 77, The second signal has been detected and the null
between the two lobes is approximately 6.0 dB. This is not
bad, but we can still do better. Note where the Bohman win-
dow resides in Fig. 12.

The result of applying the Poisson-window family i1s pre-
senied i Figs. TE8-80. The second signal is not detected for
any of the selected parameter values due to the highsidelobe
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Fig. 79. Poisson window (s = 3.0).
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Fig. 80. Poisson window (s = 4.0).

levels of the larger signal. We anticipated ths poor perfor-
mance in Table [ by the large difference between the 3.0 dB
and the ENBW.

The result of applying the Hanning-Poisson family of win-
dows is presented in Figs. 81-83. Here, too, the s¢cond signal
is either not detected in the presence of the high-sidelobe
structure or the detection is bewildered by the artifacts.

The Cauchy-family windows have beer applied and th:
results are presented in Figs, 84-86, Here too we have a lack
of satisfactory detection of the second signal and ilic po<s
sidelobe response. This was predicted by the large difference
between the 3.0 dB and the equivalent notse bandwidths as
listed in Table 1.

We now apply the Gaussian family of windows and present
the results in Figs. 87-89. The second signal is detected in all
three figures. We note as we further depress the sideiobe
structure to enhance second-signal detection, the null deepens
to approximately 16.0 dB and then becomes poorter as the
main-lobe width increases and starts to overlap the lobe of
the smaller signal.

The Dolph-Chebyshav family of windows is presented in
Figs. 90-94. We observe strong detection of the second signal
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in all cases, but it is distressing to sce the uniformly high side-
lobe structure. Here, we again sec the coherent addition of
the sidelobes from the positive and negative frequency kernels.
Notice that the smaller signal is not 40-dB down now. What
we are sceing is the scalloping loss of the large signals’ main-
lobe being sampled off of the peak and being referenced as
zero dB. Figs. 90 and 9] demonstrate the sensitivity of the
sidelobe coberent addition to maindobe position. In Fig. 90
the larger signal is at bin 10.5; in Fig. 91 it 15 at bin 10.0.
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Note the difference in phase cancellation near the base of the
large signal. Fig. 93, the 70-dB=sidelobe window, exiubits an
I 8-dB null between the two main lobes but the sidelobes have
added constructively (along with the scalloping loss) to the
-67.0-<dB level. In Fig. 94, we see the 80-dB sidelobe window
exhibited sidelobes below the 70-dB level and still managed to
hold the null between the two lobes to approximatley 18.0
dB.

The Kaiser-Bessel family is presented in Figs. 95-98. Here,
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too, we have strong second-signal detection. Again, we see the
effect of trading increased main-dobe width for decreased
sidelobe level. The null between the two lobes reaches a maxi-
mum of 22.0 dB as the sidelobe structure falls and then be-
cemes poorer with further sidelobe level improvement. Note
that this window can maintain a 20.0-dB null between the two
signat iobes and still hold the leakage tc more than 70 dB
down over the entire spectrum.

Figs. 99-101 present the performance of the Barcilon-
Temes window. Note the strong detection of the second signal.
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Fig. 93. Dolph-Chebyshev window (a = 3.9).
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Fig. 96, Kaiser-Bessel window (g = 2.5).

There are slight sidelobe artifacts. The window can maintain
a 20.0-dB null between the two signa! lobes. The performance
of this window is slightly shy of that of the Kaiser-Bessel
window, but the two are remarkably similar.

VII. CONCLUSIONS

We have examined some c¢lassic windows and some windows
which satisfy some criteria of optimality. In particular, we
have described their effects on the problem of general har-
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monic analysis of tones in broadband noise and of tones in
the presence of other tones. We have observed that when the
DFT is used as a harmonic energy detector, the worst case
processing loss due to the windows appears to be lower
bounded by 3.0 dB and (for good windows) upper bounded
near 3.75 dB. This suggests that the choice of particuiar
windows has very little effect on worst case performance in
DFT energy detection. We have concluded that a good perfor-
marnce indicator for the window is the difference between the
equivalent noise bandwidth and the 3.0-dB bandwidth nor-
malized by the 3.0-dB bandwidth. The windows which per-
form well {(as indicated in Fig. 12) exhibit values for this
ratio between 4.0 and 5.5 percent. The range of this ratio
for the windows listed in Table I is 3.2 to 22.9 percent.

For multiple-tone detection via the DFT, the window
employed does have a considerable effect. Maximum dynamic
range of multitone detection requires the transform of the
window to exhibit a highly concentrated central lobe with
very-low sideiobe structure. We have demonstrated that
many classic windows satisfy this critenon with varying
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Fig. 101. Barciion-Temes window (g = 4.0}.
degrees of success and some not at all. We have demonst. '
the optimal windows (Kaiser-Bessel, Dolph-Chebyshev, and
Barcilon-Temes) and the Blackman-Harris windows perform
best in detection of nearby tones of significantly different
amplitudes. Also for the same dynamic range, the three opti-
mal windows and the Blackman-Harris window are roughly
equivalent with the Kaiser-Bessel and the Biackman-Harris,
demonstrating minor performance advantages over the others.
We note that while the Dolph—Chebyshev window appears to
be the best window by virtue of its relative position in Fig. 12,
the coherent addition of its constant-level sidelobes detracts
from its performance in multi tone detection. Also the side-
lobe structure of the Dolph-Chebyshev window exhitits
extreme sensitivity to coefficient errors. This would affect
its performance in machines operating with fixed-point arith-
metic. This suggests that the Kaiser-Bessel or the Blackman-
Harris window be dectared the top performer. My preference
is the Kaiser-Bessel window. Among other reasons, the coef-
ficients are easy (o generate and the trade-off of sidelobe
level as a function of time-bandwidth product is fairly simple.
For many applications, the author would recommend the 4-
sample Blackman-Harris (or the 4-sample Kaiser-Bessel)
window. These have the distinction of being definod by = ' o
easily generated coefficients and of being able to bue appi™ d
as a spectrat convolution after the DFT.

We have called attention to a persistent error in the applica-
tion of windows when performing convolution in the fre-
quency domain, i.e., the omission of the alternating signs on
the window sample spectrum to account for the shifted time
ongin. We have also identified and clarified a source of
confusion concerning the evenness of windows under the DFT.

Finally, we comment that all of the conclusions presented
about window performance in spectral analysis are also ap-
plicable to shading for array processing of spatial sampled
data, including FFT beamforming.
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APPENDIX
THE EQUIVALENCE OF WINDOWING IN THE TIME
DoMAIN TO CONVOLUTION IN THE FREQUENCY DOMAIN

Let

) =f”‘ F{w)exp (- jwt) dw/2m

-

and
+N/2
Ww)= % winT)exp(+jwnT).
n=-N/2 *
Then
F (w)= Z w(nT)f(nT}exp (+jwwnT)
= —o
becomes
Flw)= Z w(nT)f Fix)yexp (-jxnT)dx/2n
e —=0
.exp (+jwnT)
=f Fix) Z winT)exp [+ (w - x)nT] dx/2m
A l +Nj2
=f F(x) 3 winT)exp [+ (w-x)aT] dx/2n
~an n==Nf1
=f Fx)yWi(w- x)dx/2n
or

Fo{w)=F(w) =« Wiw).
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